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Abstract
Background  Osteoporosis is a sex-specific disease. Postmenopausal osteoporosis (PMOP) has been the focus of 
public health research worldwide. The purpose of this study is to evaluate the quality and readability of artificial 
intelligence large-scale language models (AI-LLMs): ChatGPT-4o mini, ChatGPT-4o and Gemini Advanced for 
responses generated in response to questions related to PMOP.

Methods  We collected 48 PMOP frequently asked questions (FAQs) through offline counseling and online 
medical community forums. We also prepared 24 specific questions about PMOP based on the Management of 
Postmenopausal Osteoporosis: 2022 ACOG Clinical Practice Guideline No. 2 (2022 ACOG-PMOP Guideline). In this 
project, the FAQs were imported into the AI-LLMs (ChatGPT-4o mini, ChatGPT-4o, Gemini Advanced) and randomly 
assigned to four professional orthopedic surgeons, who independently rated the satisfaction of each response via a 
5-point Likert scale. Furthermore, a Flesch Reading Ease (FRE) score was calculated for each of the LLMs’ responses to 
assess the readability of the text generated by each LLM.

Results  When it comes to addressing questions related to PMOP and the 2022 ACOG-PMOP guidelines, ChatGPT-4o 
and Gemini Advanced provide more concise answers than ChatGPT-4o mini. In terms of the overall FAQs of PMOP, 
ChatGPT-4o has a significantly higher accuracy rate than ChatGPT-4o mini and Gemini Advanced. When answering 
questions related to the 2022 ACOG-PMOP guidelines, ChatGPT-4o mini vs. ChatGPT-4o have significantly higher 
response accuracy than Gemini Advanced. ChatGPT-4o mini, ChatGPT-4o, and Gemini Advanced all have good levels 
of self-correction.

Conclusions  Our research shows that Gemini Advanced and ChatGPT-4o provide more concise and intuitive 
answers. ChatGPT-4o responds better in answering frequently asked questions related to PMOP. When answering 
questions related to the 2022 ACOG-PMOP guidelines, ChatGPT-4o mini and ChatGPT-4o responded significantly 
better than Gemini Advanced. ChatGPT-4o mini, ChatGPT-4o, and Gemini Advanced have demonstrated a strong 
ability to self-correct.
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Background
PMOP represents a systemic bone disease in which 
women experience increased bone resorption and 
reduced bone formation [1]. This is a consequence of the 
decrease in estrogen levels that occurs after menopause, 
resulting in a reduction in bone mass, destruction of the 
bone microstructure, increased bone fragility and sus-
ceptibility to fracture [2, 3]. Approximately one in two 
women older than 50 years will experience an osteopo-
rotic fracture [4]. A study revealed that the prevalence 
rate of PMOP was 11.4% for women aged < 65 years and 
26.4% for those aged ≥ 60–69 years [5]. In recent years, 
there has been a notable increase in the attention and 
focus on the treatment and prevention of PMOP within 
the medical community. System-level and national health 
care programs have been implemented worldwide. How-
ever, studies have demonstrated that 80–90% of adults 
do not receive appropriate osteoporosis management, 
even in secondary prevention [6, 7]. Additionally, many 
postmenopausal women do not take timely preventive 
measures, such as calcium and vitamin D supplemen-
tation or regular bone density testing [8]. This suggests 
that there is a lack of awareness about the severity of the 
disease, its prevention methods, and the potential health 
risks associated with it. It can be reasonably deduced that 
increased public awareness of the disease will contribute 
to the implementation of early prevention and interven-
tion strategies, which will in turn reduce the associated 
health risks.

AI-LLMs are sophisticated neural network computer 
programs based on deep learning techniques that are 
capable of reading and comprehending text, as well as 
learning through the analysis of vast quantities of textual 
data, thereby continuously increasing their capacity to 
understand and generate language [9–11] AI-LLMs have 
the potential to suggest personalized treatment plans and 
assist physicians in making more appropriate treatment 
decisions [12]. In a study conducted by Mohammad Del-
soz, AI-LLMs demonstrated the potential to assist phy-
sicians in the primary triage of glaucoma patients and 
in the clinical practice of eye care by analyzing the his-
tory and symptoms of glaucoma patients [13]. In a study 
conducted by Potapenko et al., AI-LLMs were utilized to 
respond to queries pertaining to prevalent retinal condi-
tions [14]. These findings indicated that ChatGPT fur-
nished more precise responses. In a study conducted 
by Grünebaum et al., AI-LLMs were utilized to respond 
to queries pertaining to obstetrics and gynecology [15]. 
These applications markedly increase the efficacy and 

caliber of health care services, offering robust technical 
assistance for the advancement of personalized and pre-
cision medicine [16]. Nevertheless, it remains uncertain 
whether AI-LLMs are capable of providing up-to-date 
information and making clinical decisions in the context 
of postmenopausal osteoporosis. The objective of this 
study was to evaluate the performance of the latest AI-
LLMs (ChatGPT-4o, ChatGPT-4o, Gemini Advanced) in 
generating professional and clinically accurate responses 
to common clinical questions about postmenopausal 
osteoporosis and in accordance with the 2022 ACOG 
Guidelines. This study was to also ascertain whether AI-
LLMs can facilitate improvements in postmenopausal 
osteoporosis patients’ comprehension of the disease, self-
management abilities, the advancement of personalized 
medicine, and the alleviation of the scarcity of health care 
resources.

Methods
The FAQs were selected for the purpose of investigat-
ing the applicability of different AI-LLMs to common 
clinical settings. The 48 FAQs (Supplementary Table 1a) 
related to PMOP were divided into six domains: clinical 
manifestation, diagnosis, pathogenesis, treatment, pre-
vention, and risk factors. This division was performed to 
explore the ability of different AI-LLMs to address dif-
ferent PMOP conditions. The sources of these questions 
include MedlinePlus, the Cochrane Library, the National 
Osteoporosis Foundation, the Mayo Clinic, UpToDate, 
WebMD, and offline patient counseling. To further exam-
ine the comprehension of different AI-LLMs regarding 
the Specialized PMOP’s Guidelines, 24 additional ques-
tions were formulated on the basis of the 2022 ACOG-
PMOP Guidelines (Supplementary Table  1b). The most 
current versions of the AI-LLMs were utilized in this 
study. The AI-LLMs utilized in this study were ChatGPT-
4o mini (July 18, 2024), ChatGPT-4o (May 13, 2024), and 
Gemini Advanced (Gemini 1.5 Pro, June 24, 2024). When 
queries were posed to the AI-LLMs, a new dialog box was 
generated for each question, and the responses were col-
lated at the conclusion of the interaction. Any references 
to the AI-LLMs were removed, the responses were aggre-
gated, and they were then randomly assigned to four 
orthopedic specialists with expertise in the treatment of 
osteoporosis for separate dialog inputs for Likert scale 
scoring. Each dialog was subsequently reset after each 
query to collate the content of the replies. The content of 
the AI-LLM replies was converted to plain text format, 
and any information in the text identifying the AI-LLMs 
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was removed. In addition, we counted the characters, 
total words, total syllables, total sentences, and FRE score 
(206.835–1.015 (total words/total sentences)-84.6 (total 
syllables/total words)) for each response content(90–100: 
Very easy to read; 80–89: Easy to read; 70–79: Easier to 
read; 60–69: Standard reading difficulty; 50–59: Difficult 
to read, suitable for college students or professionals; 
30–49: Difficult to read, suitable for experts or readers 
in a specific field; 0–29: Very difficult to read, usually an 
academic paper or legal document [17]). Figure  1 illus-
trates the design flow of the present study.

Four orthopedic surgeons with expertise in special-
ized fields evaluated the AI-LLM responses via a 5-point 
Likert scale [18, 19] (1 for fully disagree, 2 for partially 
disagree, 3 for neither agree nor disagree, 4 for partially 
agree, 5 for fully agree). AS ≤ 2 is indicative of poor per-
formance, 2 < AS ≤ 3 is indicative of fair performance, 

3 < AS ≤ 4 is indicative of good performance, and AS > 4 
is indicative of excellent performance. The consistency 
of the responses of the four specialized orthopedic sur-
geons to ChatGPT-4o mini, ChatGPT-4o, and Gemini 
Advanced was evaluated via Fleiss’s kappa coefficient.

We further explored the ability of AI-LLMs to self-
correct. Questions with an AS ≤ 2 that were identified 
as ‘poor’, where the incorrect part was pointed out by an 
orthopedic specialist, were subject to further question-
ing along the lines of ‘You do not seem to have answered 
that correctly, can you answer it again?’ Replies were 
collected and converted to plain text format, and any 
information in the text identifying the LLM chatbot was 
removed and randomly assigned to four raters to reevalu-
ate the corrected content. This round of evaluation was 
completed two weeks after the final round of scoring. 

Fig. 1  Flowchart of the overall study design
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During the initial round of re-evaluation, the raters were 
not informed that the responses were self-correcting 
versions.

Statistical analysis
The data analysis was conducted via SPSS 26 software 
(released by IBM Corp. in 2021). Normally distributed 
data are expressed as the mean ± standard deviation, 
whereas non-normally distributed data are expressed as 
the median (25th‒75th percentile) (M(P25-P75)). Statisti-
cal comparisons were performed via the Kruskal–Wallis 
H test to determine the significance of differences in the 
FRE score and AS between ChatGPT-4o mini, ChatGPT-
4o, and Gemini Advanced. When significant differences 
among ChatGPT-4o mini, ChatGPT-4o, and Gemini 
Advanced were detected, Dunn’s test with Bonferroni 
correction was applied to identify specific pairwise dif-
ferences. Paired t tests were employed to evaluate the 
initial AS and self-corrected AS. For categorical out-
comes, ratings were dichotomized into ‘excellent’ vs. 
‘other’, statistical comparisons were performed via the 
Pearson’s chi-square tests to determine the significance 
of differences in ratings the between ChatGPT-4o mini, 
ChatGPT-4o, and Gemini Advanced. When significant 
differences among ChatGPT-4o mini, ChatGPT-4o, and 
Gemini Advanced were detected, Bonferroni correc-
tion (adjusted α = 0.05

3 ) was applied to identify specific 
pairwise differences. The consistency of the responses 
from the four advanced orthopedic surgeons to the ques-
tion ratings on the ChatGPT-4o mini, ChatGPT-4o, 
and Gemini Advanced scores was assessed via Fleiss’s 
kappa. Fleiss’s kappa coefficient ranged between 0 and 1. 
According to the established criteria, consistency is clas-
sified as poor when the coefficient is between 0 and 0.2, 
moderate when it is between 0.2 and 0.4, moderate when 
it is between 0.4 and 0.6, strong when it is between 0.6 
and 0.8, and very strong when it is between 0.8 and 1.0.

Results
Length and FRE score of the responses from ChatGPT-4o 
Mini, ChatGPT-4o, and gemini advanced
Table  1 shows the average total characters, total words, 
total syllables, total sentence lengths, and FRE scores gen-
erated by the AI-LLMs for the FAQs of the PMOPs in the 
different subject areas. The total characters, total words, 
total syllables, total sentences, and FRE score responses 
to the individual questions on the AI-LLMs are shown 
in Supplementary Tables  2a-c. The P-values corrected 
using Dunn’s test and Bonferroni are shown in Supple-
mentary Tables 2d-g. There was no significant difference 
in the total number of characters, total words, total syl-
lables, or total sentence lengths or FRE scores generated 
by the AI-LLMs for the topics of “Clinical Manifestation”, 

“Treatment”, and “Prevention”, and the FRE scores were 
not significantly different. In the FAQ responses related to 
the topic of “Diagnosis”, Gemini Advance’s total number 
of characters (1484.88 ± 377.67 vs. 2355.00 ± 796.14), total 
words (227.00 ± 55.68 vs. 338.13 ± 110.78), total syllables 
(425.00 ± 124.67 vs. 677.25 ± 225.17), and total sentences 
(13.63 ± 3.62 vs. 25.25 ± 10.18) were significantly less than 
that of ChatGPT-4o mini (P < 0.05), and the FRE score of 
ChatGPT-4o was significantly greater than that of Chat-
GPT-4o mini (47.55 ± 17.08 vs. 23.24 ± 5.10) (P < 0.05). In 
the FAQ responses with the topic “Pathogenesis”, Chat-
GPT-4o with Gemini Advanced had significantly fewer 
total syllables than ChatGPT-4o mini (384.88 ± 158.79, 
368.88 ± 133.67 vs. 623.00 ± 266.78) (P < 0.05), and the 
total number of sentences with ChatGPT-4o was signifi-
cantly less than those of ChatGPT-4o mini (11.00 ± 3.82 
vs. 23.13 ± 10.45) (P < 0.05). In the FAQ responses con-
cerning the topic of “Risk Factor”, Gemini Advanced 
had a significantly greater FRE score than ChatGPT-4o 
mini (55.11 ± 15.21 vs. 24.06 ± 12.63) (P < 0.05). Sum-
marizing all the FAQ responses revealed that Gemini 
Advanced had significantly fewer total syllables and total 
sentences than ChatGPT-4o mini (409.90 ± 168.96 vs. 
562.56 ± 230.88, 16.08 ± 8.27 vs. 22.31 ± 9.84) (P < 0.05). 
The FRE score of ChatGPT-4o was significantly greater 
than that of ChatGPT-4o mini (37.23 ± 13.18 vs. 
28.88 ± 11.69) (P < 0.05). Table 2 shows the length and FRE 
score, total characters, total words, total syllables, and 
total sentences of the AI-LLMs’ responses to the ques-
tions related to the 2022 ACOG-PMOP Guideline. The 
results revealed that the total words and total syllables 
of Gemini Advanced were significantly lower than those 
of ChatGPT-4o and ChatGPT-4o mini (221.67 ± 57.33 
vs. 316.04 ± 120.65, 329.96 ± 128.78; 344.79 ± 91.34 vs. 
618.13 ± 237.32, 642.46 ± 258.46) (P < 0.05), and the FRE 
score of Gemini Advanced was significantly greater than 
that of ChatGPT-4o and ChatGPT-4o mini (63.40 ± 2.58 
vs. 27.00 ± 9.46, 25.77 ± 13.33) (P < 0.05).

AS and grading of the ChatGPT-4o Mini, ChatGPT-4o, and 
gemini advanced responses
Table 3 shows the ASon the Likert scale of the ChatGPT-
4o mini, ChatGPT-4o, and Gemini Advanced’s responses 
to the FAQs about PMOP on different topics. The Lik-
ert scale scores for the four reviewers’ responses to the 
individual questions on the AI-LLMs are shown in Sup-
plementary Tables  2a-c. The P-values corrected using 
Dunn’s test and Bonferroni are shown in Supplementary 
Table 2  h. In terms of “Diagnosis”, Gemini Advanced’s 
AS (2.53 ± 1.15) was significantly lower than that of 
ChatGPT-4o (4.19 ± 0.78) (P < 0.05). In terms of “Patho-
genesis”, ChatGPT-4o mini had a significantly lower AS 
(2.84 ± 0.86) than ChatGPT-4o (4.28 ± 0.47) (P < 0.05). 
In terms of “Risk Factor”, Gemini Advanced had a 
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significantly greater AS (4.09 ± 0.79) than ChatGPT-4o 
mini (2.34 ± 0.72) (P < 0.05). Overall, the AS of ChatGPT-
4o was significantly greater than that of ChatGPT-4o 
mini and Gemini Advanced according to the ASs of all 
the FAQs related to PMOP (4.01 ± 0.81 vs. 3.21 ± 1.02, 
3.42 ± 1.16). Table  4 shows the mean scores on the Lik-
ert scale for the ChatGPT-4o mini, ChatGPT-4o, and 

Gemini Advanced for the 2022 ACOG-PMOP Guideline 
guideline-related questions. Google Gemini’s AS was 
significantly lower than that of ChatGPT-4o mini, Chat-
GPT-4o (2.56 ± 0.90 vs. 3.49 ± 0.98, 3.90 ± 0.79) (P < 0.05).

Tables 5 and 6 shows the chi-square test for the over-
all comparisons of the ratings for ChatGPT-4o, Chat-
GPT-4o mini, and Gemini Advanced across different 

Table 1  Length and FRE of ChatGPT-4o Mini, ChatGPT-4o, and gemini advanced’s responses to faqs about PMOP

ChatGPT-4o mini, (
−
x ± sd) ChatGPT-4o, (

−
x ± sd) Gemini Advanced, (

−
x ± sd) P value

Clinical Manifestation
Total characters 1633.88 ± 876.35 1528.75 ± 1114.82 1158.75 ± 263.91 0.512
Total words 242.25 ± 119.61 235.63 ± 172.25 150.25 ± 40.32 0.281
Total syllables 468.50 ± 248.18 442.50 ± 315.96 268.88 ± 80.44 0.179
Total sentences 15.88 ± 6.62 16.25 ± 10.73 8.38 ± 2.26 0.052
FRE 28.49 ± 15.46 30.53 ± 12.05 37.33 ± 18.01 0.608
Diagnosis
Total characters 2355.00 ± 796.14 1971.75 ± 671.95 1484.88 ± 377.67* 0.019
Total words 338.13 ± 110.78 310.25 ± 100.11 227.00 ± 55.68* 0.022
Total syllables 677.25 ± 225.17 491.25 ± 139.00 425.00 ± 124.67* 0.019
Total sentences 25.25 ± 10.18 18.75 ± 8.24 13.63 ± 3.62** 0.012
FRE 23.24 ± 5.10 47.55 ± 17.08* 31.70 ± 18.02 0.027
Pathogenesis
Total characters 2186.00 ± 911.15 1457.38 ± 505.70 1561.50 ± 671.83 0.087
Total words 317.88 ± 127.21 219.00 ± 77.64 212.00 ± 83.41 0.077
Total syllables 623.00 ± 266.78 368.88 ± 133.67* 384.88 ± 158.79* 0.043
Total sentences 23.13 ± 10.45 11.00 ± 3.82* 14.25 ± 7.46 0.024
FRE 28.00 ± 10.74 39.72 ± 11.57 31.79 ± 20.94 0.145
Treatment
Total characters 2086.50 ± 629.51 2220.75 ± 632.69 2229.13 ± 771.09 0.867
Total words 300.50 ± 88.90 319.63 ± 92.79 279.13 ± 122.15 0.886
Total syllables 583.88 ± 172.19 606.00 ± 165.48 553.63 ± 234.78 0.998
Total sentences 27.00 ± 8.35 25.88 ± 8.22 22.63 ± 10.95 0.640
FRE 30.32 ± 10.41 32.50 ± 11.83 23.29 ± 11.55 0.242
Prevention
Total characters 1978.50 ± 787.73 2343.63 ± 856.17 1795.13 ± 519.30 0.300
Total words 294.38 ± 113.46 349.38 ± 127.22 273.50 ± 67.37 0.391
Total syllables 541.88 ± 226.26 624.13 ± 229.81 470.25 ± 115.20 0.296
Total sentences 23.25 ± 8.58 25.75 ± 10.62 18.50 ± 3.55 0.195
FRE 39.19 ± 9.01 40.90 ± 7.75 41.73 ± 16.88 0.746
Risk Factor
Total characters 1755.13 ± 956.98 1455.88 ± 564.12 1524.13 ± 714.82 0.811
Total words 246.88 ± 126.38 217.63 ± 79.87 218.13 ± 91.97 0.878
Total syllables 480.88 ± 235.89 405.75 ± 150.42 356.75 ± 146.10 0.665
Total sentences 19.38 ± 12.51 17.00 ± 12.35 19.13 ± 10.37 0.871
FRE 24.06 ± 12.63 32.20 ± 12.05 55.11 ± 15.21* 0.005
All Questions
Total characters 1999.17 ± 825.82 1829.69 ± 802.40 1625.58 ± 643.02 0.060
Total words 275.25 ± 119.59 275.25 ± 119.59 226.67 ± 88.22 0.067
Total syllables 562.56 ± 230.88 489.75 ± 212.52 409.90 ± 168.96** 0.004
Total sentences 22.31 ± 9.84 19.10 ± 10.38 16.08 ± 8.27** 0.007
FRE 28.88 ± 11.69 37.23 ± 13.18* 36.82 ± 18.97 0.015
P < 0.05 indicates significance, P < 0.01 indicates high significance. The P-value is obtained using the Kruskal–Wallis H test for comparisons among ChatGPT-4o 
mini, ChatGPT-4o, and Gemini Advanced. (*P < 0.05, **P < 0.01, ChatGPT-4o mini vs. ChatGPT-4o and Gemini Advanced; ^P < 0.05, ^^P < 0.01, ChatGPT-4o vs. Gemini 
Advanced. The P-value is obtained using Dunn’s test with Bonferroni correction)
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topics. The P-values corrected using Bonferroni correc-
tion (adjusted α = 0.05

3 ) are shown in Table 7. In terms 
of “Pathogenesis”, ChatGPT-4o was significantly better 
than ChatGPT-4o mini (P < 0.0167). In terms of “Risk 
Factor”, Gemini Advanced performed significantly better 
than ChatGPT-4o mini (P < 0.0167). Overall, ChatGPT-
4o performed well in answering the FAQs about PMOP, 
significantly better than ChatGPT-4o mini and Gemini 
Advanced (P < 0.0167), with only two “poor” responses 
and 28 “excellent” ratings (Fig. 2a). As for the responses 
to questions from the 2022 ACOG-PMOP Guideline. 
ChatGPT-4o similarly outperformed Gemini Advanced 
(P < 0.0167). ChatGPT-4o had the highest percentage of 
“excellent” answers, at 62.5%. Google Gemini had the 
lowest percentage of “excellent” answers. Google Gemini 

had the lowest percentage of “excellent” answers, at 12.5% 
(Fig. 2b). The specific content of the AI-LLMs’ answers to 
all the questions is shown in Supplementary Tables 3a-b.

Self-correcting capacity of ChatGPT-4o Mini, ChatGPT-4o, 
and gemini advanced
Table  8 shows the changes after self-correction of the 
ChatGPT-4o mini scale for questions with an AS ≤ 2. 
ChatGPT-4o mini had a mean AS (1.78 ± 0.15) for initial 
responses and 4.22 ± 0.26 for self-corrected responses, 
which was significantly greater, and the ratings increased 
significantly (P < 0.05). Table  9 shows the changes after 
self-correction for questions ChatGPT-4o with an 
AS ≤ 2. The mean AS after self-correction was signifi-
cantly greater than the initial mean AS (4.08 ± 0.14 vs. 
1.75 ± 0.25, P < 0.05). Table  10 shows the changes after 
Gemini Advanced self-correction for questions with an 
AS ≤ 2. The mean AS after Gemini Advanced self-cor-
rection was significantly greater than the initial mean AS 
(4.03 ± 0.61 vs. 1.75 ± 0.24), and the ratings were also sig-
nificantly improved (P < 0.05). These findings suggest that 
ChatGPT-4o mini, ChatGPT-4o, and Gemini Advanced 
all have strong self-correcting abilities. Supplementary 
Tables  4a-c show the post-self-correction content of 
ChatGPT-4o mini, ChatGPT-4o, and Gemini Advanced 
for questions with AS ≤ 2, respectively. Specific parts of 
the initial responses that contained errors are highlighted 
in yellow. In addition, a professional orthopedic surgeon 
evaluated and prompted the parts of the initial content 
that were incorrect.

Table 2  Length and FRE of ChatGPT-4o Mini, ChatGPT-4o, and gemini advanced’s responses to questions for 2022 ACOG-PMOP 
guideline
2022 ACOG-PMOP Guideline

ChatGPT-4o mini, (
−
x ± sd) ChatGPT-4o, (

−
x ± sd) Gemini Advanced, (

−
x ± sd) P value

Total characters 2244.58 ± 868.36 2201.75 ± 857.17 1889.33 ± 620.33 0.129
Total words 329.96 ± 128.78 316.04 ± 120.65^^ 221.67 ± 57.33** 0.001
Total syllables 642.46 ± 258.46 618.13 ± 237.32^^ 344.79 ± 91.34** 8.000E-06
Total sentences 24.88 ± 13.98 24.38 ± 11.15 19.71 ± 6.78 0.289
FRE 25.77 ± 13.33 27.00 ± 9.46^^ 63.40 ± 2.58** 4.987E-11
P < 0.05 indicates significance, P < 0.01 indicates high significance. The P-value is obtained using the Kruskal–Wallis H test for comparisons among ChatGPT-4o 
mini, ChatGPT-4o, and Gemini Advanced. (*P < 0.05, **P < 0.01, ChatGPT-4o mini vs. ChatGPT-4o and Gemini Advanced; ^P < 0.05, ^^P < 0.01, ChatGPT-4 vs. Gemini 
Advanced. ChatGPT-4o vs. Gemini Advanced. The P-value is obtained using Dunn’s test with Bonferroni correction)

Table 3  Likert scale’ AS of ChatGPT-4o Mini, ChatGPT-4o, and 
gemini advanced’s responses to faqs about PMOP
Topic ChatGPT-

4o mini, 

(
−
x ± sd)

ChatGPT-4o, 

(
−
x ± sd)

Gemini 

Advanced 

(
−
x ± sd)

P 
value

Clinical 
Manifestation

4.03 ± 0.91 3.78 ± 0.54 3.25 ± 1.08 0.195

Diagnosis 3.13 ± 0.52 4.19 ± 0.78^^ 2.53 ± 1.15 0.006
Pathogenesis 2.84 ± 0.86 4.28 ± 0.47** 3.40 ± 1.16 0.011
Treatment 3.41 ± 1.19 4.13 ± 0.70 4.19 ± 0.89 0.165
Prevention 3.53 ± 1.12 4.09 ± 0.99 3.06 ± 1.24 0.188
Risk Factor 2.34 ± 0.72 3.56 ± 1.19 4.09 ± 0.79* 0.013
All Questions 3.21 ± 1.02 4.01 ± 0.81**^ 3.42 ± 1.16 0.001
P < 0.05 indicates significance, P < 0.01 indicates high significance. The P-value 
is obtained using the Kruskal–Wallis H test for comparisons among ChatGPT-
4o mini, ChatGPT-4o, and Gemini Advanced. (*P < 0.05, **P < 0.01, ChatGPT-4o 
mini vs. ChatGPT-4o and Gemini Advanced; ^P < 0.05, ^^P < 0.01, ChatGPT-4 vs. 
Gemini Advanced. ChatGPT-4o vs. Gemini Advanced. The P-value is obtained 
using Dunn’s test with Bonferroni correction)

Table 4  Likert scale’ AS of ChatGPT-4o Mini, ChatGPT-4o, and gemini advanced’s responses to questions for 2022 ACOG-PMOP 
guideline
Topic ChatGPT-4o mini ChatGPT-4o Gemini Advanced P value
2022 ACOG-PMOP Guideline 3.49 ± 0.98 3.90 ± 0.79 ^^ 2.56 ± 0.90** 4.30E-05
P < 0.05 indicates significance, P < 0.01 indicates high significance. The P-value is obtained using the Kruskal–Wallis H test for comparisons among ChatGPT-4o 
mini, ChatGPT-4o, and Gemini Advanced. (*P < 0.05, **P < 0.01, ChatGPT-4o mini vs. ChatGPT-4o and Gemini Advanced; ^P < 0.05, ^^P < 0.01, ChatGPT-4 vs. Gemini 
Advanced. ChatGPT-4o vs. Gemini Advanced. The P-value is obtained using Dunn’s test with Bonferroni correction)



Page 7 of 14Liu et al. BMC Musculoskeletal Disorders          (2025) 26:369 

Ta
bl

e 
5 

Th
e 

gr
ad

in
gs

 o
f C

ha
tG

PT
-4

o 
M

in
i, 

Ch
at

G
PT

-4
o,

 a
nd

 g
em

in
i a

dv
an

ce
d’

 re
sp

on
se

s t
o 

fa
qs

 a
bo

ut
 P

M
O

P
To

pi
c

To
ta

l, 
n

Ch
at

G
PT

-4
o 

m
in

i, 
n(

%
)

Ch
at

G
PT

-4
o,

 n
(%

)
G

em
in

i A
dv

an
ce

d 
n(

%
)

P 
va

lu
e

Po
or

Av
er

ag
e

G
oo

d
Ex

ce
lle

nt
Po

or
Av

er
ag

e
G

oo
d

Ex
ce

lle
nt

Po
or

Av
er

ag
e

G
oo

d
Ex

ce
lle

nt
Cl

in
ic

al
 M

an
ife

st
at

io
n

8
0(

0)
1(

12
.5

)
2(

25
)

5(
62

.5
)

0(
5)

1(
12

.5
)

5(
62

.5
)

2(
25

)
1(

12
.5

)
4(

50
)

0(
0)

3(
37

.5
)

0.
05

8
D

ia
gn

os
is

8
0(

0)
5(

62
.5

)
3(

37
.5

)
0(

0)
0(

0)
1(

12
.5

)
2(

25
)

5(
62

.5
)

3(
37

.5
)

3(
37

.5
)

0(
0)

2(
25

)
0.

00
7

Pa
th

og
en

es
is

8
1(

12
.5

)
5(

62
.5

)
1(

12
.5

)
1(

12
.5

)
0(

0)
0(

0)
2(

25
)

6(
75

)
2(

25
)

1(
12

.5
)

1(
12

.5
)

4(
50

)
0.

02
8

Tr
ea

tm
en

t
8

1(
12

.5
)

3(
37

.5
)

0(
0)

4(
50

)
0(

0)
1(

12
.5

)
1(

12
.5

)
6(

75
)

1(
12

.5
)

0(
0)

0(
0)

7(
87

.5
)

0.
26

3
Pr

ev
en

tio
n

8
1(

12
.5

)
2(

25
)

1(
12

.5
)

4(
50

)
1(

12
.5

)
0(

0)
2(

25
)

5(
62

.5
)

3(
37

.5
)

1(
12

.5
)

3(
37

.5
)

1(
12

.5
)

0.
35

4
Ri

sk
 F

ac
to

r
8

4(
50

)
2(

25
)

2(
25

)
0(

0)
1(

12
.5

)
2(

25
)

1(
12

.5
)

4(
50

)
0(

0)
1(

12
.5

)
1(

12
.5

)
6(

75
)

0.
01

9
Al

l Q
ue

st
io

ns
48

7(
14

.5
)

18
(3

7.
5)

9(
18

.8
)

14
(2

9.
2)

2(
4.

2)
5(

10
.4

)
13

(2
7.

1)
28

(5
8.

3)
10

(2
0.

8)
10

(2
0.

8)
5(

10
.4

)
23

(4
8)

0.
02

2
P 

< 
0.

05
 in

di
ca

te
s 

si
gn

ifi
ca

nc
e,

 P
 <

 0
.0

1 
in

di
ca

te
s 

hi
gh

 s
ig

ni
fic

an
ce

. T
he

 P
-v

al
ue

 is
 o

bt
ai

ne
d 

us
in

g 
th

e 
ch

i-s
qu

ar
e 

te
st

 fo
r c

om
pa

ris
on

s 
am

on
g 

Ch
at

G
PT

-4
o 

m
in

i, 
Ch

at
G

PT
-4

o,
 a

nd
 G

em
in

i A
dv

an
ce

d

Ta
bl

e 
6 

Th
e 

gr
ad

in
gs

 o
f C

ha
tG

PT
-4

o 
M

in
i, 

Ch
at

G
PT

-4
o,

 a
nd

 g
em

in
i a

dv
an

ce
d’

 re
sp

on
se

s t
o 

qu
es

tio
ns

 fo
r 2

02
2 

AC
O

G
-P

M
O

P 
gu

id
el

in
e

To
pi

c
To

ta
l, 

n
Ch

at
G

PT
-4

o 
m

in
i, 

n(
%

)
Ch

at
G

PT
-4

o,
 n

(%
)

G
em

in
i A

dv
an

ce
d 

n(
%

)
P 

va
lu

e
Po

or
Av

er
ag

e
G

oo
d

Ex
ce

lle
nt

Po
or

Av
er

ag
e

G
oo

d
Ex

ce
lle

nt
Po

or
Av

er
ag

e
G

oo
d

Ex
ce

lle
nt

G
ui

de
lin

e
24

2(
8.

3)
9(

37
.5

)
4(

16
.7

)
9(

37
.5

)
1 

(4
.2

)
3(

12
.5

)
5(

20
.8

)
15

(6
2.

5)
8(

33
.3

)
11

(4
5.

9)
2(

8.
3)

3(
12

.5
)

0.
00

1
P 

< 
0.

05
 in

di
ca

te
s 

si
gn

ifi
ca

nc
e,

 P
 <

 0
.0

1 
in

di
ca

te
s 

hi
gh

 s
ig

ni
fic

an
ce

. T
he

 P
-v

al
ue

 is
 o

bt
ai

ne
d 

us
in

g 
th

e 
ch

i-s
qu

ar
e 

te
st

 fo
r c

om
pa

ris
on

s 
am

on
g 

Ch
at

G
PT

-4
o 

m
in

i, 
Ch

at
G

PT
-4

o,
 a

nd
 G

em
in

i A
dv

an
ce

d



Page 8 of 14Liu et al. BMC Musculoskeletal Disorders          (2025) 26:369 

Discussion
Compared with premenopausal women, perimenopausal 
women are at an earlier risk of developing osteoporosis 
than men are due to the rapid decline in estrogen lev-
els and significantly accelerated bone loss, leading to an 
increased risk of fracture [20]. According to the European 
Vertebral Osteoporosis Study (EVOS), the prevalence of 
vertebral fractures in women aged 50–79 years is approx-
imately 12.0%, and after 50 years of age, the prevalence 
of vertebral fracture increases with age [21]. The National 
Health and Nutrition Examination Survey (NHANES) 
suggested that in the United States, 6.2% of adults aged 
65 years and over had osteoporosis at the lumbar spine or 
femur neck. The prevalence of osteoporosis at either skel-
etal site was higher among women (24.8%) than among 
men (5.6%) [22]. Based on Cummings SR et al., an epi-
demiological survey of postmenopausal osteoporosis in 
white women estimated that a 50-year-old woman has 
a 15–20% lifetime risk of hip fracture and a 50% risk of 
any osteoporotic fracture [23]. Hip fractures can result 
in poor quality of life, a dependent living situation, and 
an increased risk of death [24]. Postmenopausal osteo-
porosis seriously affects women’s work and quality of life, 
and it has become a public health problem that urgently 
needs to be solved [25]. In recent years, postmeno-
pausal osteoporosis treatment and prevention have been 

increasingly considered and valued by the medical field 
[26].

With the development of artificial intelligence, AI-
LLMs have become more widely used in medical fields, 
such as radiology, medical care, and medical educa-
tion [27–29]. According to a study by Yunus Balel et 
al., ChatGPT-4o is a valuable tool for suggesting topics 
for the evaluation of oral and maxillofacial surgery sys-
tems [30]. The ability of AI-LLMs (ChatGPT-4o and 
Claude 3-Opus) to process images can also help medical 
researchers quickly diagnose the benign and malignant 
nature of tumors, showing promise for future applica-
tions in medical imaging [31]. In a study by Enes Efe Is et 
al., the performance of ChatGPT-4o and Google Gemini 
in answering questions at the rheumatology board level 
was evaluated, and the results revealed that ChatGPT-
4o answered the questions significantly more accurately 
than Google Gemini did; however, Google Gemini was 
more self-correcting than ChatGPT-4o was. This result 
suggests that AI-LLMs perform differently when faced 
with different questions and prompts [32]. However, 
no study has tested the performance of AI-LLM chat-
bots in answering questions related to postmenopausal 
osteoporosis.

When general FAQs about PMOP were answered, in 
“Diagnosis”, Gemini Advanced had more concise answers 

Table 7  The chi-square test for pairwise comparisons between ratings of ChatGPT-4o, ChatGPT-4omini, and gemini advanced on 
different topics, with P-values before and after bonferroni correction (adjusted α = 0.05

3 )
Topic Original P value Bonferroni correction (adjusted α = 0.05

3 ). Significant

Clinical Manifestation ChatGPT-4o mini vs. ChatGPT-4o 0.429 0.0167 No
ChatGPT-4o mini vs. Gemini Advanced 0.184 0.0167 No
ChatGPT-4o vs. Gemini Advanced 0.068 0.0167 No

Diagnosis ChatGPT-4o mini vs. ChatGPT-4o 0.029 0.0167 No
ChatGPT-4o mini vs. Gemini Advanced 0.032 0.0167 No
ChatGPT-4o vs. Gemini Advanced 0.096 0.0167 No

Pathogenesis ChatGPT-4o mini vs. ChatGPT-4o* 0.011 0.0167 Yes
ChatGPT-4o mini vs. Gemini Advanced 0.180 0.0167 No
ChatGPT-4o vs. Gemini Advanced 0.452 0.0167 No

Treatment ChatGPT-4o mini vs. ChatGPT-4o 0.413 0.0167 No
ChatGPT-4o mini vs. Gemini Advanced 0.200 0.0167 No
ChatGPT-4o vs. Gemini Advanced 1.000 0.0167 No

Prevention ChatGPT-4o mini vs. ChatGPT-4o 0.765 0.0167 No
ChatGPT-4o mini vs. Gemini Advanced 0.347 0.0167 No
ChatGPT-4o vs. Gemini Advanced 0.184 0.0167 No

Risk Factor ChatGPT-4o mini vs. ChatGPT-4o 0.108 0.0167 No
ChatGPT-4o mini vs. Gemini Advanced* 0.005 0.0167 Yes
ChatGPT-4o vs. Gemini Advanced 0.452 0.0167 No

All Questions ChatGPT-4o mini vs. ChatGPT-4o* 0.001 0.0167 Yes
ChatGPT-4o mini vs. Gemini Advanced 0.108 0.0167 No
ChatGPT-4o vs. Gemini Advanced* 0.012 0.0167 Yes

Guideline ChatGPT-4o mini vs. ChatGPT-4o 0.166 0.0167 No
ChatGPT-4o mini vs. Gemini Advanced 0.066 0.0167 No
ChatGPT-4o vs. Gemini Advanced* 1.13E-4 0.0167 Yes

*P < 0.0167 indicates significance. The P-value is obtained using chi-square test with Bonferroni correction



Page 9 of 14Liu et al. BMC Musculoskeletal Disorders          (2025) 26:369 

than ChatGPT-4o mini, but ChatGPT-4o was signifi-
cantly more readable than ChatGPT-4o mini. In terms of 
“Pathogenesis”, ChatGPT-4o and Gemini Advanced had 
significantly fewer total syllables than ChatGPT-4o mini. 
In terms of “Risk Factor”, Gemini Advanced has signifi-
cantly better readability than ChatGPT-4o mini, and in 
answering general FAQs about PMOP, Gemini Advanced 
has significantly fewer total syllables and total sen-
tences than ChatGPT-4o mini, and ChatGPT-4o’s over-
all readability is better than that of ChatGPT-4o mini. In 
answering questions related to the 2022 ACOG-PMOP 
Guideline, Gemini Advanced is more concise and has 

better readability than ChatGPT-4o mini and ChatGPT-
4o in terms of total words and total syllables. The above 
results suggest that, owing to the different algorithms and 
versions of AI-LLMs, they perform differently in informa-
tion processing and Q&A, and Google Gemini and Chat-
GPT-4 may focus more on providing concise and direct 
answers to improve the efficiency of information delivery. 
In addition, ChatGPT-4o is more readable, which may 
be related to the fact that ChatGPT-4o is an optimized 
version of ChatGPT-4 that focuses on efficiency and per-
formance, and may use a simpler sentence structure and 
common vocabulary, avoiding complex terminology and 

Fig. 2  a Gradings of ChatGPT-4o mini, ChatGPT-4o, and Gemini Advanced’s responses to FAQs about PMOP; b gradings of ChatGPT-4o mini, ChatGPT-4o, 
and Gemini Advanced’s responses to questions for 2022 ACOG-PMOP Guideline
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lengthy expressions to make the content more under-
standable. Notably, Gemini’s Advanced responses are 
also very concise, with illustrations in some paragraphs 
to help readers understand the text more fully, but 
according to the reviewers, who rated Gemini Advanced’s 
responses as “poor,” Gemini Advanced’s responses were 
too concise. Gemini Advanced’s responses were too con-
cise to provide clear answers to some questions, resulting 
in shorter answers (Supplementary Table 2, 3a-c). In con-
trast, ChatGPT-4o mini provided more comprehensive 
information, attempting to cover more context and detail 
to ensure that the user was fully understood, resulting in 
an increased number of characters and words, and con-
versely, a much reduced readability.

In terms of “Diagnosis”, Gemini Advanced patients had 
significantly lower AS than the ChatGPT-4o (P < 0.05). 
In terms of “Pathogenesis”, ChatGPT-4o mini was also 
significantly less accurate than ChatGPT-4o. In terms 
of “Risk Factor”, Gemini Advanced had a significantly 
greater AS than both ChatGPT-4o mini. For the FAQs 
concerning PMOP overall, ChatGPT-4o had a signifi-
cantly higher AS than ChatGPT-4o mini and Gemini 
Advanced. In response to questions related to the 2022 
ACOG-PMOP Guideline, Gemini Advanced had a signif-
icantly lower AS than ChatGPT-4o mini and ChatGPT-
4o (P < 0 05) (Table 4). The difference in scores between 
ChatGPT-4o mini, ChatGPT-4o, and Gemini Advanced, 
may be due to a number of factors. ChatGPT-4o, intro-
duced by OpenAI in May 2024, is an optimized version 
of ChatGPT-4 with more parameters and computational 
power, and is more focused on efficiency and perfor-
mance. In addition, ChatGPT-4o mini is a smaller model 

of the most cost-effective ChatGPT-4o introduced by 
OpenAI in July 2024, supporting a wide range of tasks 
with its low cost and low latency, with limited exposure 
to a limited amount of data, especially in specialized 
domains, which tend to miss some of the most recent 
or more detailed medical information, however, it has 
academic benchmarks in textual intelligence and mul-
timodal inference that both outperform GPT-3.5 Turbo 
and other smaller models. Gemini Advanced (Gemini 1.5 
Pro) is a new generation of AI-LLMs released by Google 
in February 2024, with a context window of millions of 
tokens capable of comprehending long texts, audio, and 
videos; it specializes in logical reasoning and code gen-
eration, and accessing up-to-date web information. It 
is fundamentally different from ChatGPT-4omini and 
ChatGPT-4o (developed by OpenAI) in that it processes 
information and answers questions. However, in our 
study, we found that except for the “Risk Factor”, where 
Gemini Advanced has a higher AS than ChatGPT-4o 
mini and ChatGPT-4o, the rest of the questions answered 
by Gemini Advanced are not very satisfactory, especially 
in regard to answering questions related to the 2022 
ACOG-PMOP Guideline. For the guideline, it performed 
worse than ChatGPT-4o mini and ChatGPT-4o. This may 
be related to the fact that ChatGPT-4o may focus more 
on the knowledge understanding and reasoning ability of 
the medical domain in terms of model architecture and 
optimization strategy, for example, it optimizes specifi-
cally for medical terminology and logical relationships, 
and thus will be more accurate in dealing with related 
questions.

Table 8  Self-correcting capacity of ChatGPT-4o mini
Topic Question No. TS Accuracy ratings

Initial Self-correction Initial Self-correction
Pathogenesis 6. Is the pathogenesis of postmenopausal osteoporosis 

reversible?
2 4.25 Poor Excellent

Treatment 1. How is postmenopausal osteoporosis treated? 1.5 4.5 Poor Excellent
Prevention 1.How often should perimenopausal women have a bone 

density test?
1.75 4.25 Poor Excellent

Risk factors 1.What factors increase the risk of postmenopausal 
osteoporosis?

1.75 3.75 Poor Good

2.Whether a family history increases the risk of postmenopausal 
osteoporosis?

1.75 4.25 Poor Excellent

3. Does early menopause increase the risk of postmenopausal 
osteoporosis?

1.75 4.5 Poor Excellent

8. Can bone density tests predict the risk of fractures with post-
menopausal osteoporosis?

1.75 4.5 Poor Excellent

2022 ACOG-
PMOP Guideline

4.What is the ACOG recommendation for the treatment of 
bisphosphonates in postmenopausal osteoporosis patients?

2 4 Poor Good

12.After assessing for remediable secondary causes, what 
criteria is recommended for postmenopausal osteoporosis in 
patients who meet the criteria?

1.75 4 Poor Good

1.78 ± 0.15 4.22 ± 0.26
Pvalue 2.7384E-8 4.1E-5
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In our study, we compared the ChatGPT-4o mini, 
ChatGPT-4o, and Gemini Advanced self-correcting 
abilities for questions rated “poor”. Our study revealed 
that the ChatGPT-4o mini had a total of nine responses 
rated “poor” across all the questions, with a mean AS 
of 1.78 ± 0.15 and a significantly greater mean AS of 
4.22 ± 0.26 after correction (P < 0.05). The ChatGPT-
4o had three questions with responses of “poor”, with a 
mean AS of 1.75 ± 0.25 before correction and 4.08 ± 0.14 
after correction, indicating significantly higher scores 
and levels (P < 0.05). Sixteen questions from Gemini 
Advanced received “poor” responses. The results revealed 
that Gemini Advanced scores and grades changed 

significantly before and after correction (P < 0.05). For 
responses rated as “poor,” according to professional 
orthopedic surgeons, the “poor” responses were primar-
ily due to a lack of specificity in detail, failure to follow 
guidelines, and an inability to professionally answer the 
questions posed. These findings suggest that these AI-
LLMs failed to cover the latest medical advances and 
treatment options, dealt with somewhat complex and 
specialized medical issues, and had limited reasoning 
ability and insufficient depth. However, after correction, 
the scores and ratings of all the AI-LLMs increased sig-
nificantly, thus suggesting that these AI-LLMs may try 
to make better use of their knowledge base to generate 
more accurate responses when asked a second time, by 
using more effective information retrieval strategies, and 
by “rethinking” their previous responses, ChatGPT Chat-
GPT-4o mini, ChatGPT-4o, and Gemini Advanced all 
possess strong self-correcting abilities.

Overall, this study evaluates the performance of three 
AI-LLMs (ChatGPT-4o mini, ChatGPT-4o, and Gemini 
Advanced) in helping to answer FAQs about PMOP and 
2022 ACOG-PMOP Guideline. The results showed that 
the quality of ChatGPT-4o’s responses was superior than 
that of other models overall, with a higher proportion 
of “excellent” ratings (P < 0.05). ChatGPT-4o’s superior 
performance provides more solid evidence that more 
advanced models will provide more reliable and clini-
cally relevant output. Our findings are similar to previ-
ous studies showing AI-LLMs’ potentials in healthcare is 
consistent. For example, Wang et al. found that advanced 
AI-LLMs such as ChatGPT-4, showed greater consis-
tency and accuracy in answering specialized medical 
questions about osteoarthritis [16]. Similarly, in the study 
of Zhi Wei Lim et al., ChatGPT-4o has a higher poten-
tial in providing accurate and comprehensive answers 
to myopia-related queries [33]. In our study, ChatGPT-
4o demonstrated a greater ability to generate evidence-
based treatment recommendations, which is critical to 
support clinical decision-making in PMOP’s care, and 
these findings have important implications for AI-LLMs 
into clinical practice. For example, ChatGPT-4o can 
serve as a valuable tool for clinicians seeking quick access 
to evidence-based guidelines or patient education mate-
rials. However, caution is needed. Clinicians should 
eliminate uncertainties in diagnosis and treatment by 
repeating questions or cross-referencing to verify that the 
AI -LLMs’ results are available with credible resources, 
especially in complex cases.

Strengths and limitations
Although we collected questions about PMOP from 
multiple sources and had a small number of questions, 
the coverage of the questions was perhaps incomplete 
and this study is based on evaluation of simulated Q&A 

Table 9  Self-correcting capacity of ChatGPT-4o
Topic Ques-

tion 
No.

TS Accuracy ratings
Initial Self-correction Initial Self-cor-

rection
Pre-
ven-
tion

1. How 
often 
should 
peri-
meno-
pausal 
women 
have a 
bone 
density 
test?

1.75 4 Poor Good

Risk 
factors

3. Does 
early 
meno-
pause 
increase 
the risk 
of post-
meno-
pausal 
osteo-
porosis?

1.5 4 Poor Good

2022 
ACOG-
PMOP 
Guide-
line

6.What 
are the 
treat-
ment 
recom-
menda-
tions for 
post-
meno-
pausal 
osteo-
porosis 
patients 
with 
cardio-
vascular 
disease?

2 4.25 Poor Excellent

1.75 ±
0.25

4.08 ± 0.14

Pvalue 0.001 0.100
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scenarios, rather than real clinical data. In the future, 
comparisons should be made to distinguish them from 
actual patient questions and answers in order to enhance 
the generalizability of our results. The scoring system 
used in this study was a Likert scale. Even among expe-
rienced orthopedic specialists, there may be differences 
in their understanding of, and emphasis on, criteria such 
as accuracy, completeness, and clarity. For example, some 
experts may be more concerned with the accuracy of the 
answer, whereas others may be more concerned with 
whether the answer is easy for the patient to understand. 
In this regard, we conducted a Fleiss’s kappa coefficient 
test on the ratings given by the four orthopedic spe-
cialists, and the Fleiss’s kappa values were 0.238, 0.105, 
and 0.290, indicating that the consistency of the ratings 
given by the four orthopedic specialists was relatively 
low, which may be related to the individual specialists. 

This may be related to the different clinical experiences 
and research directions of individual experts. More-
over, owing to the time factor limitations of our study, 
the training data and algorithms of the AI model were 
constantly updated, so the test results only reflected the 
performance of the model at a specific point in time. The 
training data of each AI-LLM may introduce regional, 
temporal, or demographic biases, which may affect the 
performance and applicability of the model in different 
clinical environments. And our study focused on lim-
ited AI-LLMS, not including other large AI-LLMs (e.g., 
DEEPseek, etc.). The performance of the model may 
change over time. Additionally, due to model updates, dif-
ferent results may be obtained even when testing with the 
same problem, which can affect the reproducibility of the 
study. In conclusion, as technology continues to evolve, 
large-scale language models will play an increasingly 

Table 10  Self-correcting capacity of gemini advanced
Topic Question No. TS Accuracy ratings

Initial Self-correction Initial Self-correction
Clinical 
Manifestation

8.What is the difference between postmenopausal osteoporo-
sis and other types of osteoporosis

2 4.25 Poor Excellent

Diagnosis 5.How to distinguish the symptoms of postmenopausal osteo-
porosis from arthritis?

1.5 4.5 Poor Excellent

6.What are the diagnostic criteria for fractures due to post-
menopausal osteoporosis?

1.5 4.75 Poor Excellent

7.What is the difference between the diagnosis of postmeno-
pausal osteoporosis and other types of osteoporosis?

1.5 4 Poor Good

Pathogenesis 5.Why does bone loss intensify after menopause? 1.75 4.25 Poor Excellent
Treatment 3.What is the preferred medication for treating postmeno-

pausal osteoporosis?
2 2.75 Poor Average

Prevention 6.How to prevent postmenopausal osteoporosis through diet? 2 4.25 Poor Excellent
7.How to prevent fractures caused by postmenopausal 
osteoporosis?

1.75 3.74 Poor Good

2022 ACOG-
PMOP Guideline

1.What assessments should be done before drug treatment for 
patients with postmenopausal osteoporosis?

1.75 4.25 Poor Excellent

4.What is the ACOG recommendation for the treatment of 
bisphosphonates in postmenopausal osteoporosis patients?

1.75 4.25 Poor Excellent

6.What are the treatment recommendations for postmeno-
pausal osteoporosis patients with cardiovascular disease

1.5 4.5 Poor Excellent

7.How often does the ACOG recommend dual energy X-ray 
absorptiometry in postmenopausal osteoporosis patients dur-
ing drug therapy?

2 4 Poor Good

11.What are the recommended osteoporosis risk assessment 
tools for breast cancer patients prior to starting aromatase 
inhibitors and chemotherapy?

2 4.5 Poor Excellent

12.After assessing for remediable secondary causes, what 
criteria is recommended for postmenopausal osteoporosis in 
patients who meet the criteria?

1.5 4 Poor Good

14.What are the bisphosphonates approved in the FDA for the 
treatment of postmenopausal osteoporosis and what are their 
indications?

1.75 4 Poor Good

15.What are the adverse effects of bisphosphate in the treat-
ment of postmenopausal osteoporosis? What are the indica-
tions and methods of discontinuation?

1.75 2.5 Poor Average

1.75 ± 0.24 4.03 ± 0.61
Pvalue 1.1085E-9 3.3273E-9
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important role in the treatment of postmenopausal 
osteoporosis. They can assist physicians in diagnosis and 
treatment, provide patient education and support, facili-
tate medical research, and promote telemedicine. To bet-
ter realize these perspectives, there is a need to further 
improve the accuracy, reliability, and safety of the mod-
els, as well as to enhance their integration with the health 
care system. Moreover, there is a need to focus on ethical 
and social implications to ensure that AI technologies are 
applied in accordance with human values and interests.

Conclusion
Our study revealed that ChatGPT-4o and Gemini 
Advanced’s answers to PMOP-related questions were 
more concise, clearer, and understandable, and Gemini 
Advanced’s answers featured illustrations that helped 
patients fully comprehend the text, however Gemini 
Advanced’s shortcomings were that the answers were 
too concise and not tailored to the relevant questions, 
which needs to be improved. ChatGPT-4o significantly 
outperformed ChatGPT4o mini and Gemini Advanced 
in answering PMOP-related FAQs. ChatGPT4o mini 
and ChatGPT-4o were significantly better at answering 
2022 ACOG-PMOP Guideline-related questions. ChatG-
PT4o mini and ChatGPT-4o significantly outperformed 
Gemini Advanced, and our results also suggest that Chat-
GPT4o mini, ChatGPT-4o, and Gemini Advanced have 
stronger self-corrective abilities, a finding that may be 
related to the fact that the current AI-LLMs have stron-
ger feedback mechanisms and dynamic adaptabilities.
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